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1. Attempt any four of the following : 8

(a)

Define vector space over a field.

(D) For a subset S of a vector space V over a field F, define linear span
L(S) of S.

(0 In inner product space over a field, define norm of a vector.

(d) Define degree of extension of a field.

(e What is eigenvalue of a Linear Transformation ?

(fy For a finite-dimensional vector space V over a field F, and for any
T e A(V), define matrix of T in a basis of V.

2. Attempt any two of the following : 8

(a) If V is a vector space over a field F and if V{, Vo, ......... , V, are in
V, then prove that either they are linearly independent or some V
is a linear combination of preceding ones Vy, Vg, ......... s Vi _ 1

(b If W is a subspace of a vector space V, then prove that its annihilator

A(W) is a subspace of V.
P.T.O.
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(o If F is the field of real numbers, then show that the vectors
V,=(1,1,2),V,=(0,1, 2) and Vg = (1, 2, 4) are linearly dependent

in vector space V = F®),

Attempt any one of the following : 8
(a) (1) State and prove Schwarz inequality.

(117 If V is a finite-dimensional inner product space and if W is a
subspace of V, then prove that V.= W + W<, where the sum
of W & W+ is direct sum.

(b (1) Define orthonormal set of vectors in an inner product space V
over F and prove that if {Vy, Vo, ....... , V,} is an orthonormal
set in V, then for any we V,
u=w- (w, V)Vy = (w, Vo)Vy — ... — (w, V)V,
is orthogonal to each Vy, V,, ...... g e

(i)  State and prove parallelogram law for vectors in inner product
space.

Attempt any two of the following : 8
(a) Prove that if V is finite-dimensional vector space over F, then

T e A(V) is singular if, and only if, there exists V # 0 in V such that
VT = 0.

(b) For a vector space V over a field F, if A € F is a characteristic root

of T € A(V), then prove that A is a root of minimal polynomial of T.

Also prove that if V is finite-dimensional, then T has only a finite

number of characteristic roots in F.

(0 Compute the following matrix product :

2

Wl W w|F
W |- |-
W ||
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5. Attempt any one of the following : 8

(a) If V is a vector space over a field F, then prove each of the

following :
(1) 00 =0 for v € F
() OV =0for veV
() (~a)V = —(aV) for . € F, ve V
(ivy If V #0, then oV = 0 implies o = 0.
(b Let F be a real field, V be the set of all polynomials, in a

variable x, over F, of degree 2 or less and inner product in V be
defined by :

Starting with the basis V; =1, V, = x, Vg = x2, obtain an orthonormal
basis of V.

(0 If V is n-dimensional vector space over a field F and if T € A(V) has
a matrix my(T) in the basis V{, V,, ...... , V,, and the matrix my(T) in
the basis W, Wy, ... , W_ of Vover F, then prove that there is an
element C € F, such that :

my(T) = Cmy(T)CL.
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